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The Effect of Stimulus Variability on
Learning and Generalization of

Reading in a Novel Script

Jasmeen Adwan-Mansoura and Tali Bitanb
Purpose: The benefit of stimulus variability for generalization
of acquired skills and knowledge has been shown in motor,
perceptual, and language learning but has rarely been
studied in reading. We studied the effect of variable training
in a novel language on reading trained and untrained words.
Method: Sixty typical adults received 2 sessions of training in
reading an artificial script. Participants were assigned to 1 of 3
groups: a variable training group practicing a large set of 24
words, and 2 nonvariable training groups practicing a smaller
set of 12 words, with twice the number of repetitions per word.
Results: Variable training resulted in higher accuracy
for both trained and untrained items composed of the same
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graphemes, compared to the nonvariable training. Moreover,
performance on untrained items was correlated with phonemic
awareness only for the nonvariable training groups.
Conclusions: High stimulus variability increases the reliance
on small unit decoding in adults reading in a novel script,
which is beneficial for both familiar and novel words. These
results show that the statistical properties of the input during
reading acquisition influence the type of acquired knowledge
and have theoretical and practical implications for planning
efficient reading instruction methods.
Supplemental Material: https://doi.org/10.23641/asha.
5302195
The aim of the current study is to examine the effect
of stimulus variability on learning to read in a
novel script. Motor and perceptual learning stud-

ies have shown the benefit of variable training to learning
and generalization (Douvis, 2005; Huet et al., 2011; Schmidt,
1975; Wulf & Schmidt, 1997; Yao, DeSola, & Bi, 2009).
Although the effect of stimulus variability has also been
shown in linguistic tasks such as grammar learning and
speech perception (Clopper & Pisoni, 2004; Lively, Logan,
& Pisoni, 1993; Martin, Mullennix, Pisoni, & Summers,
1989; Perry, Samuelson, Malloy, & Schiffer, 2010; von
Koss Torkildsen, Dailey, Aguilar, Gómez, & Plante, 2013),
very few studies have tested it in the context of reading ac-
quisition (Apfelbaum, Hazeltine, & McMurray, 2013). The
current study examined the hypothesis that when learning
to read in a novel script, high variability of the input would
facilitate learning of letters and letter combinations, thus
improving generalization to new words.
Variability
The concept of variable training has been developed

in the context of motor learning studies (Schmidt, 1975). It
highlights the idea that high variability in trained tasks en-
hances cognitive flexibility and results in improved motor
performance in novel contexts. Various studies in this field
had demonstrated positive effects for variable training on
learning and generalization (Douvis, 2005; Yao et al., 2009).

The benefit of variability on learning and generaliza-
tion had also been shown in auditory and speech percep-
tion learning tasks such as auditory frequency discrimination
(Amitay, Hawkey, & Moore, 2005) or categorization of
novel sentences to different regional dialects following mul-
tiple talkers condition (Clopper & Pisoni, 2004). In the same
vein, Japanese listeners trained to identify English /r/ and /l/
sounds under multiple talkers condition and with a high var-
iability stimulus set showed better generalization to new
tokens and new talkers (Lively et al., 1993). Furthermore,
learning second language vocabulary with acoustically de-
graded stimuli was significantly enhanced by multiple talkers
compared to a single talker (Sommers & Barcroft, 2011).

In the language domain, an advantage of variable
training was found for learning nominal categories in chil-
dren (Perry et al., 2010) and in various grammar tasks in
adults. For example, Reeder, Newport, and Aslin (2013)
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showed that adults learning a linguistic category in an
artificial language benefited from being exposed to a large
number of sentence contexts, resulting in improved identifi-
cation of familiar and novel grammatical strings (Reeder
et al., 2013). In the same vein, learning of noun gender cat-
egories in a novel language (Russian) was facilitated by
input variability (a large number of root words) (Eidsvåg,
Austad, Plante, & Asbjørnsen, 2015). Variable training
also facilitates learning of novel stems and affixes in a new
vocabulary (Tamminen, Davis, & Rastle, 2015), and artifi-
cial grammar learning (Grunow, Spaulding, Gómez, &
Plante, 2006; von Koss Torkildsen et al., 2013). Recently,
the benefit of variability for learning and generalization
was also shown in a therapeutic context in children with
specific language impairment learning the morphological
structure of verbs (Plante et al., 2014).

Very few studies have examined the effect of vari-
ability on learning how to read. In adults, practicing mirror-
reading of familiar words, a small set of words repeated
more times resulted in better performance on trained words
compared to a large set of words practiced only once (Ofen-
Noy, Dudai, & Karni, 2003), but the transfer to untrained
words was not reported. However, different results were
found in a study that examined children learning to read in
English. Apfelbaum et al. (2013) examined the learning pro-
cess of six grapheme-phoneme correspondences (A, I, O,
AI, EA, and OA) in first-grade English-speaking children.
They manipulated variability by presenting the vowels in
words with more versus fewer consonants (19 vs. 10) resulting
in different numbers of consonant frames (57 vs. 21). The
group trained under the variable condition identified the
vowels better in both trained and untrained words. The au-
thors proposed that the variable consonant frames (the irrele-
vant aspect of the stimuli) helped children focus and identify
the critical vowel targets (the relevant aspect). One limitation
of this study is using the English alphabetic code to which
participants have prior exposure. In addition, because this
study manipulated the variability of irrelevant aspects of the
stimuli (consonants when learning vowels), it is still not clear
whether high variability of task-relevant aspects of the stim-
uli (i.e., trained words) can also improve learning to read.

Reading
Reading involves mapping between orthography,

phonology, and semantics, which can occur at multiple
sublexical and lexical size units (Coltheart, Curtis, Atkins,
& Haller, 1993; Frost, 1992; Frost, 1994; Ziegler & Goswami,
2005). Although mapping of large orthographic units, such
as whole words, to phonology and semantics requires
prior acquaintance with the word, decoding of smaller grain-
size units, such as letters and letter clusters to their phono-
logical representations enables reading of new unfamiliar
words. The size of the units being mapped in the reading
process depends both on the consistency of the script sys-
tem and on the individual reader’s stage in the process of
reading acquisition (Ziegler & Goswami, 2005). Thus, when
reading orthographies with consistent mapping of graphemes
Adwan-Manso
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to phonemes, readers rely more on small grain sizes in
early stages of reading acquisition, compared to orthog-
raphies with inconsistent grapheme-phoneme relations
where beginning readers rely more on large grain-size units
(Ziegler & Goswami, 2005). However, even in a relatively
inconsistent orthography, such as English, children’s knowl-
edge of small orthographic units positively affects ortho-
graphic identification already at early stages of reading
acquisition (Cunningham, 2006). Importantly, in addition
to the characteristics of the orthography and of the individ-
ual reader, the size of units being mapped during reading
may also depend on the learner’s specific experience, which
is affected by the reading instruction method, and the units
it emphasizes (Bitan & Karni, 2003; Brennan & Booth, 2015;
Foorman, Francis, Fletcher, Schatschneider, & Mehta,
1998).

After decades of debates about the effectiveness of
reading instruction methods that emphasize small versus
large unit sizes in children (Foorman, 1995), firm evidence
has accumulated for the critical role of small unit instruction
in reading acquisition in alphabetic orthographies (Hulme
& Snowling, 2013). These instruction methods focus on
phonemic awareness and letter knowledge (Shapiro & Solity,
2008); systematic-phonics instruction (de Graaff, Bosman,
Hasselman, & Verhoeven, 2009); explicit instruction of the
alphabetic principle (Foorman et al., 1998); and phonologi-
cal recoding by reading aloud (Kyte & Johnson, 2006).
According to Share’s self-teaching hypothesis (Share, 1995)
word recognition is rooted in prior successful decoding of
its letter-sound correspondences. A reader with basic abili-
ties of letter-sound mappings and phonemic awareness can
use the phonological decoding of a grapheme sequence as
a self-teaching mechanism and generalize the knowledge
to new words or wider contexts (Share, 1995). This ap-
proach emphasizes the importance of generalization of
the acquired knowledge, which is the goal and the challenge
of learning in any domain (Perkins & Salomon, 1988; Schmidt
& Bjork, 1992). There is empirical evidence that children
implement both lexical and sublexical reading strategies
and that alternating between large and small grain-size
units benefits reading speed (Díaz et al., 2009). It has been
shown that combining bottom-up training (emphasizing
small units like graphemes) and top-down training (empha-
sizing large units like sentences and utterance) had positive
effects on literacy skills (Helland, Tjus, Hovden, Ofte, &
Heimann, 2011).

The current study focused on adults learning to read
a novel orthographic system. Literate adults, familiar with
the alphabetic principle, do not necessarily benefit from
small unit instruction to the same extent as children learn-
ing to read in their native language. However, studies on
adults learning to read in an artificial orthography (Bitan
& Booth, 2012; Bitan & Karni, 2003, 2004; Bitan, Manor,
Morocz, & Karni, 2005; Brennan & Booth, 2015) show
the effect of reading instruction on the size of the acquired
reading units. Specifically, directing participants’ attention
to the individual letters by prior exposure to letters before
training on whole words results in greater reliance on
ur & Bitan: Effect of Variable Practice on Learning to Read 2841
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letter decoding (Brennan & Booth, 2015) and better gener-
alization to untrained words composed of the same letters
(Bitan & Karni, 2003, 2004).

The Current Study
The current study tested the hypothesis that the sta-

tistical properties of the trained stimuli in early stages of
exposure affect the size of the reading units. Specifically,
we predicted that a larger set of trained words would in-
crease the variability of the orthographic and phonological
contexts in which each letter appears. This is expected to
tune participants’ sensitivity toward the individual letters,
which are repeated across words, and away from whole-
word patterns, thus increasing the probability of learning
and mapping individual letters to their corresponding
sounds. This, in turn, is expected to improve reading of
untrained words in the novel script.

This prediction was tested using an artificial orthog-
raphy, a paradigm which has been previously used in in-
vestigating the acquisition of reading skills (Bitan & Karni,
2004; Mei et al., 2013; Taylor, Plunkett, & Nation, 2011;
Yoncheva, Blau, Maurer, & McCandliss, 2010). Artificial
orthographies and languages are well-suited paradigms for
examining learning and generalization because one can
tightly control the statistical properties of the input. They
are composed of a small set of items that can generally
be learned to reasonably high proficiency over the course
of hours. Importantly, results of studies using artificial lan-
guages and orthographies indicate that participants’ per-
formance on the artificial system are positively correlated
with measures of acquisition of natural languages and or-
thographies (Ettlinger, Morgan-Short, Faretta-Stutenberg,
& Wong, 2015; Plante et al., 2014; Taylor et al., 2011).
Moreover, our previous studies, using the same artificial
orthography used in the current study had shown that par-
ticipants’ learning is correlated with the standardized read-
ing scores in their native language (Bitan & Booth, 2012)
and activates the reading network in the brain (Bitan et al.,
2005).

In the current study, we examined the effect of
variability on learning to read an artificial script and on
generalization to new words. Variability was manipulated
between groups by changing the number of words in the
trained set (12 vs. 24 words), while keeping the number of
different letters they contain and the total number of prac-
tice trials constant across groups. Given previous evidence
for the advantage of variable practice for generalization
to untrained items, we predicted that high variability (a
large set of words) would hinder learning of whole word
units and thus facilitate learning of the individual letters,
compared to a small set of trained words. Thus, we expected
that variable training would decrease performance on trained
words but improve generalization to new words composed
of the same letters. Such a pattern of results would not only
expand the theory of variable practice (Schmidt, 1975) to
reading, but would also suggest a mechanism by which it
operates. The practical implications of these results could
2842 Journal of Speech, Language, and Hearing Research • Vol. 60 •
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contribute to the design of effective reading instruction
methods.

Finally, because we expected participants trained in
the variable condition to rely more on decoding of small
units, whereas participants trained in the nonvariable con-
dition would rely more on memorization of whole words,
we expected differential correlations with measures of pho-
nemic awareness and working memory. Phonemic aware-
ness skills are critical for decoding of small units (Meschyan
& Hernandez, 2002). However, it is not clear whether pho-
nemic awareness would be more important when training
conditions facilitate decoding (i.e., in the variable training
group) or when training conditions do not facilitate decod-
ing (i.e., in the nonvariable training group), in which case
decoding depends mainly on the individual’s phonemic
awareness.
Method
Participants

Sixty adults were recruited from undergraduate stu-
dents at the University of Haifa who are typically from
middle to high socioeconomic status. All were native speakers
and schooled in Hebrew, with only exposure to foreign lan-
guages through formal instruction. They had no neurological
or psychiatric disorders and reported normal hearing and
vision. Informed consent was obtained before the experi-
ment. To ensure all participants were typical readers with-
out reading impairment, we excluded four participants due
to low performance on a word reading test (± 1.5 SD from
the mean of normal reading scores N = 93). One participant
was excluded due to a technical error. Participants were
randomly assigned to one of three groups, with 18 partici-
pants (five men, 13 women, mean age 25.16 ± 2.47) in the
variable training group, 19 participants (five men, 14 women,
mean age 25.57 ± 1.84) in the Nonvariable 1 group, and
18 participants (five men, 13 women, mean age 25.11 ± 2.10)
in the Nonvariable 2 group.
Materials
Screening Tests

Working memory, word reading ability, object nam-
ing, and phonemic awareness were tested to ensure partici-
pants performed at the normal range and that the three
groups were comparable in their abilities. Because working
memory and phonemic awareness could potentially con-
tribute to performance in the experimental tasks, they were
also used as covariates in the statistical analysis.

Working memory was tested using the digit span
forward and backward task age-appropriate standard
scores (Wechsler, 1999). Reading ability was tested using
the words per minute (Shatil, 1995b) and nonwords per
minute (Shatil, 1995a) tests. Phonemic awareness was tested
using the phonemic deletion test (Ben Dror & Shani, 1996),
and naming fluency was tested using the object naming task
(Denckla & Rudel, 1974).
2840–2851 • October 2017
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Stimuli. The stimulus set consisted of 36 nonwords writ-
ten in an artificial script, previously used in Bitan & Booth
(2012), in which a pair of symbols represents one letter, and
six symbols in different permutations create all six letters
of the alphabet: [j-e-l-v-o-p], in the
artificial script, respectively. All nonwords were composed
of two consonants and one vowel in all possible syllable
structures (CVC, VCC, CCV). For example “jop” was writ-
ten as (see Supplemental Material). Each of the
six letters appeared in all possible positions in the words:
onset, middle, and final positions. The number of trained
words was different for the variable and nonvariable groups.
The variable group was trained on 24 nonwords (each letter
is repeated 12 times), whereas the two nonvariable groups
were trained on only 12 nonwords (each letter is repeated
six times). The remaining 12 nonwords were used in the
transfer test.

Stimulus presentation and data recording were done
using E-Prime software (Psychology Software Tools, 2007).

Procedure
Figure 1 depicts the procedure of the study. Each

subject participated in two training sessions, 24 hr apart,
including at least 6 hr of sleep during the night. The first
session started with exposure to letters, in which the sub-
ject was presented with each target letter in the novel script
with its corresponding phonological transcription in Latin
letters below. Each pair was presented for 2,000 ms, and
subjects were instructed to pronounce the related phoneme
and memorize the association in order to encourage partic-
ipants to map the novel script to phonological representa-
tions. Each letter was presented once.

This block was followed by exposure to the nonwords.
Participants were presented with each target nonword
written in the novel orthography for 2,000 ms together with
its corresponding phonological transcription in Latin letters
below. In order to facilitate mapping of the new words to
their phonological representations participants simulta-
neously heard the correct pronunciation of the nonword
through headphones and were required to read it aloud
Figure 1. Procedure of the study.

Adwan-Manso
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and memorize the association. Each nonword was pre-
sented once in the exposure block, resulting in 24 trials in
the variable training group. The two nonvariable training
conditions (1 and 2) were included in order to equate the
exposure of the nonvariable training condition, which in-
cluded only 12 nonwords. The Nonvariable 1 group received
one exposure block (12 trials), thus equating the number
of exposures per word to the variable training condition.
The Nonvariable 2 group received two exposure blocks
(resulting in 24 trials) to equate the total number of trials
to the variable training condition.

Following the exposure phase, Test 1 was adminis-
tered. Participants were tested on the nonwords to which
they were originally exposed. The test included 48 trials, in
which pairings of target nonword and Latin letters appeared
for 800 ms. Half of the trials contained correct pairs, and
half of the trials were incorrect pairs. The test included one
correct trial and one incorrect trial for the variable condition,
and two correct and two incorrect trials were implemented
in the nonvariable conditions. The subject’s task was to
judge for each test item whether the Latin-letter string was
the correct transcription by pressing one of two buttons
on the mouse. This stage lasted about 2 min. No feedback
was given for errors.

Test 1 was followed by seven training blocks of 48 tri-
als each, for a total of 336 trials. All training items were
presented in a randomized order within each block. In each
trial, a target word appeared for 800 ms with a Latin-letter
string presented below. Half of the trials contained cor-
rect pairs, and half of the trials were incorrect pairs. The
task was to indicate whether the pairs were correct by
pressing one of two buttons. Auditory feedback was
given for errors. Total duration of this phase was about
15 min.

After completing the training, participants performed
Test 2, which was identical to Test 1. All tasks were time
limited, so if the participant did not respond within 3 s, the
trial was recorded as no response.

The second session started with Test 3, followed by
seven training blocks, and then by Test 4. At the end of
this session, the transfer of learning gains to novel stimuli
ur & Bitan: Effect of Variable Practice on Learning to Read 2843
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was tested. At this phase, subjects were exposed to 12 novel
nonwords, presented with the corresponding transcription
in Latin script. The exposure block was followed by a test
block on untrained nonwords with 48 trials, similar to the
trained words tests.
Analysis
In all of our analyses reaction time (RT) for correct

responses and accuracy were the dependent measures.
Because our main hypothesis was focused on differences
between variable and nonvariable training, all of our
analyses included planned pairwise comparisons between
the variable group and each one of the nonvariable train-
ing groups. Therefore, significance was determined based
on correction for two comparisons (i.e., p < .025). To
evaluate performance on the trained items, two general lin-
ear model (GLM) analyses (for accuracy and RT) were
conducted on the trained items, tests (1–4) as the dependent
measures. In addition, to assess differences in the learning
curves, we also conducted two GLM analyses (for accuracy
and RT) with performance on the training blocks (1–7) as
the dependent measure.

In order to test the hypothesis that variable training
improves generalization to new words composed of the same
letters, we used a one-way analysis of variance (ANOVA)
between groups to compare performance on the transfer
test as the dependent measure. In addition, we wanted to
examine whether the effect of variability on generalization
to untrained items can be fully explained by its effect on
trained items, or, alternatively, whether variability has a
unique advantage for generalization that exceeds its effect
on trained items. We therefore calculated a normalized
transfer ratio that takes into account the individual’s learn-
ing gains on trained words (see Bitan & Booth, 2012; Bitan
& Karni, 2003, 2004; Bitan et al., 2005). The transfer ratio
was calculated for each participant as follows: (performance
accuracy in the transfer test – performance accuracy in
Test 1) / (performance accuracy in Test 4 – performance
accuracy in Test 1). Finally, in order to test the hypothesis
that the high variability training group relied more on small
unit decoding compared to the nonvariable training groups,
we tested effect of phonemic awareness and working mem-
ory skills on performance in each group. For this aim we
included measures of phonemic awareness and working
memory (measured by phoneme deletion time and accuracy
and the digit span scores, respectively) separately as covari-
ates in the GLM-repeated measures analyses. This was
done (1) for the analyses of accuracy in training blocks and
(2) for the analyses of accuracy in the transfer test as the
dependent measures.
Results
Performance on Screening Tests

The average performance of the three groups on the
screening tests is presented in Table 1. Univariate analysis
2844 Journal of Speech, Language, and Hearing Research • Vol. 60 •
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revealed no main effect of group on the screening tests
results: for digit span forward, F(2, 49) = 0.094; p = .91,
for digit span backward, F(2, 49) = 0.493; p = .61, for
reading real words, F(2, 52) = 0.671; p = .51, for reading
nonwords, F(2, 52) = 0.232; p = .79, for reaction time
of phonemic deletion test, F(2, 52) = 0.532, p = .59, for
accuracy of phonemic deletion test, F(2, 52) = 0.084;
p = .92, and for object naming, F(2, 49) = 0.717; p = .49.
These results indicate that all groups have similar basic
reading and memory abilities. Planned contrasts compar-
ing the variable training group and each of the two non-
variable training groups revealed no significant differences
between groups in any test (p > .05).

Trained Items
Accuracy in the Training Blocks

In order to test our hypothesis that variable training
would hinder learning of trained words, we conducted a
GLM analysis on the accuracy in the training blocks as a
dependent variable. Group was the between-subject inde-
pendent variable and the block number (1–7) and the ses-
sion number (1–2) were within-subject variables. The analysis
showed significant main effects of session, F(1, 52) = 127.89;
p < .001, and of blocks, F(1, 52) = 50.84; p < .001, and a
significant interaction between session and blocks, F(1, 52) =
31.77; p < .001. The main effect of group across all sessions
and blocks was not significant, F(2, 52) = 2.70; p = .07;
planned comparisons between the variable training group
and each of the nonvariable groups showed that the variable
training group performed more accurately than the Non-
variable 2 group (p = .03), but this effect was not significant
after correction for multiple comparisons (Figure 2).

To follow up on the interaction between session and
block, a separate GLM analysis within each session showed
a significant main effect of blocks only in the first session,
F(6, 52) = 21.96; p < .001. Pairwise comparisons showed
significant differences between Blocks 1 and 2, F(1, 52) =
10.93; p = .002; between Blocks 2 and 3, F(1, 52) = 5.83;
p = .019; and between Blocks 4 and 5, F(1, 52) = 12.58;
p = .001. Thus, all groups had improved during the first
session, and from the first to the second session.

Accuracy in Trained-Item Tests
In order to continue testing our hypothesis that vari-

able training would hinder learning of trained words, we
conducted a GLM analysis with accuracy in the tests as
the dependent variable; group as a between-subject variable,
and the test number and session number as within-subject
factors. Tests 1 and 2 took place before and after training
at the first session, Tests 3 and 4 at the second one. The
analysis showed significant effects of session, F(1, 52) =
189.34; p < .001, and test, F(1, 52) = 237.57; p < .001.
The results also showed a significant effect of group,
F(2, 52) = 6.52; p = .003. Furthermore, significant inter-
actions were found between test and session, F(1, 52) =
34.34; p < .001, and between group and test, F(2, 52) =
3.26; p = .04. Planned contrasts showed that the performance
2840–2851 • October 2017

 Terms of Use: https://pubs.asha.org/pubs/rights_and_permissions 



Table 1. The average (and standard deviation) of screening tests in each of the three groups and in an independent sample (N = 191)
representing local norms.

Test

Group

Local norms,
N = 191

Variable group,
N = 18

Nonvariable 1 group,
N = 19

Nonvariable 2 group,
N = 18

Digit span forward 10.8 (1.5) 10.7 (1.7) 10.6 (1.9)
Digit span backward 8.5 (1.5) 7.8 (2.5) 8.1 (2.1)
Digit span-combined 19.4 (2.5) 18.5 (3.6) 18.7 (3.4)
Reading real word, no. of correct words in 1 min 106.49 (18.41) 110.8 (17.6) 107.4 (12.2) 113.4 (16.8)
Reading nonreal word, no. of correct nonwords in 1 min 61.04 (14.14) 59.7 (14.0) 61.7 (12.3) 58.8 (13.6)
Phonemic deletion time (s) 109.89 (31.11) 94.8 (20.3) 95.6 (20.3) 89.8 (13.8)
Phonemic deletion, accuracy 22.00 (4.00) 19.8 (4.9) 20.3 (2.1) 19.9 (4.1)
Object naming (s) 33.31 (5.57) 33.4 (5.0) 34.2 (4.6) 32.2 (4.9)
of the variable training group was significantly more accu-
rate compared to the Nonvariable 2 group after correction
for multiple comparisons (p = .001), although the com-
parison to the Nonvariable 1 group (p = .03) did not sur-
vive correction for multiple comparisons (Figure 2).

To follow up on the interaction between group and
test we conducted a one-way ANOVA within each test,
with group as an independent variable. A significant effect
for group was found for Test 2, F(2, 52) = 7.14; p = .002;
Test 3, F(2, 52) = 3.62; p = .03; and Test 4, F(2, 52) =
6.36; p = .003. The effect of group on Test 1 was mar-
ginal, F(2, 52) = 3.18; p = .05. Planned contrasts showed
that the variable training group was significantly more
accurate (after correction for multiple comparisons) than
the Nonvariable 1 training group in Tests 1 (p = .016) and
2 (p = .008), and from the Nonvariable 2 training group in
Figure 2. Accuracy on training blocks and trained item tests for the three
middle vertical line marks the separation between the two sessions. Error

Adwan-Manso
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Tests 2 (p = .001), 3 (p = .011), and 4 (p = .001). As
a follow-up analysis on the interaction between test and
session, separate analyses within each session showed a
significant effect of test in both, the first, F(1, 52) = 158.88;
p < .001, and second, F(1, 52) = 25.49; p < .001, sessions.
Figure 2 shows that the interaction is due to a larger dif-
ference between tests in the first session.

Reaction Time in Training Blocks
A GLM analysis, with RT in the training blocks as

the dependent variable; group as a between-subject vari-
able and block number (1–7) and session number (1–2) as
within-subject variables showed a significant effect for ses-
sion, F(1, 52) = 27.82; p < .001, with faster response in
Session 2 (see Figure 3). There was no effect for group,
F(2, 52) = 0.029; p = .97, and no significant differences
groups; open shapes = tests; filled shapes = training blocks. The
bars indicate standard errors.

ur & Bitan: Effect of Variable Practice on Learning to Read 2845
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Figure 3. Reaction time (RT) on trained blocks and trained item tests in the three groups; open shapes = tests;
filled shapes = training blocks. The middle vertical line marks the separation between the two sessions.

Figure 4. Accuracy of performance in the transfer test. Accuracy
values and standard errors are shown. (**) significant difference
p < .01 corrected.
between the variable training group and the other two
groups in the planned comparisons.

Reaction Time in Trained-Item Tests
A GLM analysis on RT in the tests, with group as a

between-subject variable and test and session numbers as
within-subject factors showed a significant effect for ses-
sion, F(1, 52) = 73.7; p < .001, and test, F(1, 52) = 48.82;
p < .001, and significant interaction between session and
test, F(1, 52) = 15.94; p < .001. There was no effect for
group, F(2, 52) = 0.82; p = .44, and no significant differ-
ences between the variable training group and the other
two groups in planned comparisons (Figure 3). A separate
analysis within each session showed significant differences
between tests in both sessions: in the first, F(1, 52) = 35.99;
p < .001, and in the second one, F(1, 52) = 19.59; p < .001.
Figure 3 shows that the effect of test is larger in the first
session.

Transfer to New Items
In order to test our hypothesis that variable training

would improve generalization to untrained words, a one-
way ANOVA was conducted on the accuracy in the transfer
test as the dependent variable, with group as a between-
subject variable. This analysis showed a significant effect
for group, F(2, 52) = 4.81; p = .012. Planned comparisons
showed a significantly higher accuracy for the variable
training group compared to the Nonvariable 2 training
group after correction for multiple comparisons (p = .003)
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(Figure 4). We also wanted to test the hypothesis that vari-
able training has a unique benefit for generalization to un-
trained words, beyond its effect on trained words. To test
this hypothesis, we calculated a normalized transfer ratio
that takes into account the individual’s learning gains on
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Figure 6. Reaction time (RT) in the transfer test. Mean percent
correct and standard errors are shown. (*) significant difference
p < .05 (uncorrected).
trained words and compared it between groups. The effect
of group was not significant (Figure 5), F(2, 51) = 2.48; p =
.78, and no difference between groups was found in planned
contrasts. This indicates that the advantage of the variable
training group in performance of the transfer test was due
to the higher performance on trained items, and there was
no unique benefit for the generalization.

One-way ANOVA conducted on RT during the trans-
fer test showed no significant effect of group on performance,
F(2, 52) = 2.45; p = .096. Planned contrasts showed that
the reaction times in the variable training group were
shorter than those of the Nonvariable 1 group (p = .031),
but this did not survive correction for multiple compari-
sons (Figure 6).

Effects of Working Memory
and Phonemic Awareness

Finally, in order to test the hypothesis that the vari-
able training group relies more heavily on decoding of
small units, we tested the effect of phonemic awareness
and working memory on performance in the different groups.
The scores of the digit span and phoneme deletion time
and accuracy tests were separately entered as covariates
into the GLM repeated-measures analyses. We report here
only significant effects of these measures (digit span or pho-
neme deletion) and their interaction with group.

Working Memory
Including the digit span combined score as a covari-

ate in the analysis of accuracy in training blocks with
training block (1–7) as the within-subject factor and group
as a between-subject factor showed a significant effect for
the digit span scores, F(1, 46) = 9.56; p = .003, and no in-
teraction with group. Follow-up correlations between digit
span and accuracy on training blocks were positive and
significant for all blocks (r ranging between .282 and .551
across blocks, p = .001 for Block 1; p = .042 for Block 2;
Figure 5. Transfer ratio (normalized to performance on trained items).
Accuracy values and standard errors are shown.
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p = .002 for Blocks 3 and 5; p = .004 for Blocks 4 and 7;
p < .001 for Block 6; p = .009 for Blocks 8 and 12; p =
.013 for Block 9; p = .007 for Blocks 10 and 11; p = .043
for Block 13, and p = .022 for Block 14. To test the effect
of working memory on generalization, we included the
scores of the digit span test as a covariate in the one-way
ANOVA for accuracy in the transfer test as the dependent
measure. This analysis showed a significant effect for the
digit span forward score, F(1, 46) = 5.66; p = .022, and no
interaction with group. A positive correlation was found be-
tween digit span forward score and accuracy in the transfer
test (r = .35, p = .011) across groups.

Phonemic Awareness
The scores of the phoneme deletion test (accuracy

and time separately) were entered as covariates in the anal-
ysis with accuracy in training blocks (1–7) as the dependent
measure and group as an independent factor. These analyses
showed a significant between-subject effect for time in the
phoneme deletion test, F(1, 49)=7.49; p = .009, as well as
for accuracy on this test, F(1, 49) = 11.67; p = .001, on
the accuracy level of the training blocks across groups, and
no interaction with group. Correlation analyses indicate that
shorter time and higher accuracy in the phoneme deletion
test are associated with higher accuracy on training blocks
(significant r values range between −0.132 and −0.368,
p < .05, in 10 out of 14 blocks for time in the phoneme
deletion test and between 0.130 and 0.477, p < .05, in 10 out
of 14 blocks for the accuracy in the phoneme deletion test).
To test the effect of phonemic awareness on generalization,
we included the scores of the phoneme deletion test as co-
variates in the analysis of accuracy in the transfer test. This
analysis showed a significant effect for accuracy in the pho-
neme deletion test, F(1, 49) = 10.97; p = .002, and a signifi-
cant interaction between this measure and group, F(2, 49) =
4.13; p = .022. To follow up on this interaction, separate
correlation analyses were conducted within each group
ur & Bitan: Effect of Variable Practice on Learning to Read 2847
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between accuracy in the phoneme deletion test and accu-
racy on the transfer test. Positive correlations were found
only in the two nonvariable training groups (r = .47, p =
.038 for the Nonvariable 1 group and r = .52, p = .025 for
the Nonvariable 2 group) but not for the variable training
group (r = .031, p = .904).
Discussion
Building on the literature demonstrating a positive

effect of variable practice in motor, perceptual, and linguis-
tic learning, we asked how stimulus variability affects
learning to read in a novel script. The results of our study
confirm the hypothesis that high variability of trained words
enhances the process of learning to read and the generali-
zation to reading novel words, suggesting that it promotes
the extraction of regularities and the decoding of small
orthographic units.

The Effect of Variable Training on Learning
to Read Trained Words

The results of our study show that participants in all
groups improved during training, achieving 75%–95% ac-
curacy by the end of the second session, indicating they
have all learned to read the new words in the novel or-
thography. Moreover, the benefit of variable training
was illustrated by higher accuracy for the variable com-
pared to the nonvariable training groups on the trained-
items tests, with no speed–accuracy trade-off.

These findings, indicating the positive effect of vari-
able training even for trained items, are partly inconsistent
with our hypothesis and with the results from some of the
motor learning (Schmidt & Bjork, 1992) and speech per-
ception (Magnuson & Nusbaum, 2007) studies. These
studies show a unique benefit of variable training for gen-
eralization to untrained conditions, with a negative effect
of variability on performance of trained tasks and on pro-
cessing of trained stimuli. Other studies showing the advan-
tage of variable training for generalization do not show
any effect on performance of trained items when learning
morphosyntactic relations in an artificial grammar (von Koss
Torkildsen et al., 2013) or when learning a foreign phone-
mic contrast (Sonu, Kato, Tajima, Akahane-Yamada, &
Sagisaka, 2013).

Interestingly, our finding of a positive effect of vari-
ability even in trained items is consistent with the findings
of Apfelbaum et al. (2013), showing more efficient learning
of grapheme-phoneme correspondence of vowels when
these are trained in the context of variable consonant frames,
for both trained and untrained words. The consistency be-
tween our findings and those of Apfelbaum et al. (2013)
suggests that the effect of variable training in the reading
domain extends also to trained items. Apfelbaum et al.
(2013) suggest that the variability of the irrelevant compo-
nents (different consonants) enhances the readers’ focus
on the relevant components (vowel letters), thus enhanc-
ing their distinctiveness. In the current study, the variable
2848 Journal of Speech, Language, and Hearing Research • Vol. 60 •
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context in which each letter is presented may increase its
distinctiveness, thus facilitating the extraction of regularities
and increasing the reliance on decoding of letter units. Be-
cause decoding of smaller units is an efficient strategy even
for reading familiar words, this may explain the benefit of
variable training for trained items in the reading domain.

In contrast to the study of Apfelbaum et al. (2013)
that manipulated variability in terms of the number of
consonants surrounding the target vowels, in the current
study the number of letters was fixed across groups and
variability was defined by the number of different words
in the training set. This enables us to conclude that the
number of letter combinations (as manifested in different
words), rather than the number of letters, is the critical fac-
tor. Moreover, our nonvariable condition included more
repetitions on a smaller set of words, which would have an
advantage if learning occurred at the level of whole words.
Thus, our finding that the benefit of variability overrides
the potential benefit of multiple repetitions on whole words
further emphasizes the critical importance of small unit
decoding even in reading trained words.

It should be noted that the difference in performance
on trained items between the variable group and the Non-
variable 1 group was small but significant already on the
first test (i.e., before training). This early difference suggests
that the benefit of variable practice was already evident
after the first block of exposure to the words. In order to
control for the possibility that the early advantage of the
variable training condition was due to the total number of
trials in the exposure block (24 trials in the variable train-
ing group and only 12 trials in the Nonvariable 1 group),
we included the Nonvariable 2 group, which included two
blocks of exposure. However, no difference was found be-
tween the two nonvariable training groups. These results
suggest that the statistical properties of the stimuli (i.e., its
variability) had an effect on the learned units after as little
as one exposure.

The Effect of Variable Training on Generalization
to Reading Untrained Words

To examine the effect of variable training on general-
ization, we tested participants’ accuracy and reaction time
on reading untrained words composed of trained letters at
the end of the second session. Consistent with our hypothe-
sis, the variable training group showed the highest accu-
racy (significant compared to the Nonvariable 2 group)
on untrained words, with no speed–accuracy trade-off. In
order to test whether there was a unique advantage for
variable training on generalization, beyond its effect on
learning trained items, we have also computed the transfer
ratio, which is an index of generalization normalized to
improvement on trained items. The transfer ratio showed
no difference between groups, suggesting that there was no
unique advantage for variable training on generalization.
These results indicate that the advantage of variable train-
ing on generalization is fully explained by the same advan-
tage found in trained items. Although this aspect of the
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results is unexpected, it is due to the unexpected advantage
of variable training even for reading trained words as dis-
cussed above.

The positive effect of variable training on generali-
zation was previously reported in motor (Douvis, 2005;
Wulf & Schmidt, 1997; Yao et al., 2009), perceptual (Amitay
et al., 2005; Clopper & Pisoni, 2004; Lively et al., 1993), and
linguistic tasks (Apfelbaum et al., 2013; Eidsvåg et al.,
2015; Grunow et al., 2006; Perry et al., 2010; Plante et al.,
2014; Reeder et al., 2013; Tamminen et al., 2015; von Koss
Torkildsen et al., 2013). In the absence of a similar advan-
tage for variability in trained items, this is interpreted as
suggesting that variable training reduces the attention allo-
cated to the specific exemplars, thus enabling a more ab-
stract representation of regularities (Perry et al., 2010). This
interpretation may also explain the results of the current
study, suggesting that high variability induced greater reli-
ance on segmentation and decoding of letters as compared
to recognition of whole words. However, because this ap-
proach is advantageous also for reading trained words,
no unique advantage was found for untrained words. An
alternative interpretation for the advantage of variable
training for generalization is that the large number of
words encountered during training improved participants’
ability to learn whole words and learn new information
more generally. Whereas the untrained words in the cur-
rent study were composed of trained letters, this inter-
pretation predicts an advantage of variable training even
for untrained words composed of untrained letters, which
were not tested in the current study. Nevertheless, the ad-
vantage found for variable training for reading trained
words cannot be explained by this interpretation.

Phonemic Awareness, Memory, and Generalization
Because we expected participants trained in the vari-

able condition to rely more on decoding of small units and
participants trained in the nonvariable condition to rely
more on memorization of whole words, we expected differ-
ential effects in each group for measures of phonemic
awareness and working memory. Including these measures
as covariates in the analyses of trained and untrained items
revealed two main findings. First, digit span scores, which
reflect a general working memory capacity, were posi-
tively correlated with performance on trained items across
groups. Moreover, digit span forward scores were posi-
tively correlated with performance on untrained items
across all groups. These results indicate that good working
memory contributes to reading acquisition in a novel or-
thography regardless of variability in the trained stimuli
and the applied reading strategy.

The second important point is the effect of phone-
mic awareness on learning and generalization of the new
orthography. Good phonemic awareness was associated
with higher accuracy on the trained items across groups
as well as better performance on untrained items (transfer
test) only for the nonvariable training groups. Phonemic
awareness, the ability to segment spoken words into their
Adwan-Manso
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basic phonemic constituents, is a critical component of
reading acquisition, as it underlies the ability to map letters
and letter clusters into sounds (Castles & Coltheart, 2004).
Although phonemic awareness plays an important role
in reading in all orthographies, the correlation between
phonemic awareness and successful reading acquisition
in children is especially high in deep orthographies, in
which the correspondence of letters to sounds is less con-
sistent (Landerl et al., 2013; Ziegler et al., 2010). Thus,
although most readers of transparent orthographies can
easily map small as well as larger orthographic units to
their phonological counterparts, the success of readers of
deeper orthographies depends more on having good pho-
nemic awareness. Our results showing a correlation of
phonemic awareness with reading of trained items across
groups show that this ability still contributes to reading
acquisition even in adults learning to read a new orthogra-
phy (Brennan & Booth, 2015). However, the specific con-
tribution of phonemic awareness to untrained words in the
nonvariable training groups is consistent with our predic-
tion that the variable training facilitates the extraction of
regularities and decoding of small units. We suggest that
participants in the variable training group successfully gen-
eralized their decoding knowledge to untrained words
regardless of their phonemic awareness level. In contrast,
in the nonvariable training groups only those with high
phonemic awareness could extract and generalize their
knowledge to untrained items.

Conclusion
The results of the current study show that learning

a large and more variable set of words improves reading
acquisition, compared to receiving more repetitions on a
smaller set of words in adults learning to read in a novel
orthography. We suggest that this is because the variability
reduces the effectiveness of whole word recognition and
instead increases the salience of regularities, thus enhanc-
ing the extraction of letter-sound correspondences. This ef-
fect is consistent with the benefit of variable practice in
motor, perceptual, and other cognitive domains and is in
line with the idea that distributional properties driving
statistical learning are critical factors in learning linguistic
categories (Reeder, Newport, & Aslin, 2010; Reeder et al.,
2013). However, our results also show domain-specific ef-
fects for variable training in reading acquisition, reflected
in an advantage for variable training even in reading trained
words, with no additional advantage for generalization.
This may be due to the critical importance of segmentation,
regularities, and small unit decoding for reading.

The practical implications of the current results to
reading instruction are clear. Variable training on a large
set of words has an advantage over multiple repetitions
on a small set of words for adult skilled readers learning
to read in a novel orthography. Further studies should test
the generalizability of these findings to children learning
to read for the first time, but some support can be gained
from similar results for children in the studies of Apfelbaum
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et al. (2013) and Plante et al. (2014). Moreover, our results
support the critical importance of small unit decoding in
reading acquisition and the effect of phonemic awareness
even in skilled adults readers learning to read in a novel
orthography. They further demonstrate how a reading in-
struction method can enhance segmentation and decoding
of small orthographic units even when practicing reading
of whole words.

Our study has a number of limitations. First, it
should be noted that our participants were native Hebrew
speakers. Reading instruction of the Hebrew orthography
in school uses a very transparent version of the orthogra-
phy with consistent mapping of graphemes to phonemes.
This may have affected the readers’ learning strategy and
the ease of extracting the correspondence between graph-
emes and phonemes in the artificial orthography, which
would not necessarily generalize to readers whose first lan-
guage has a nontransparent orthography. A second limita-
tion is the usage of Latin letter transcription of the novel
words and letters during training and testing, rather than
presenting them only aurally. This was done in order to
facilitate learning but may result in mapping the new script
only to the familiar letters, instead of mapping them to
their corresponding phonological representations. In order
to encourage mapping of the new script to phonology,
participants have also heard the words and were required
to pronounce the phonemes and words during the instruc-
tion phase. Our previous studies, using the same paradigm,
show that participants’ learning of this script is similar to
learning a real orthography, as evidenced by correlations
with reading scores (Bitan & Booth, 2012) and activation
of the reading network in the brain (Bitan et al., 2005). It
should also be noted that even if the inclusion of Latin let-
ter transcription facilitated the extraction of regularities
and the learning of small units, this effect would apply to
all groups and cannot explain the advantage found for vari-
able training. A third limitation is the usage of nonwords
with no semantic reference, which may have reduced the re-
liance on whole word recognition mechanisms. Although
this limitation does not undermine the validity of the ef-
fect of variable training, it may affect our ability to gener-
alize our findings to real world situations when learning
to read a new orthography in a second language.
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